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Abstract

Objectives: Detection of between-lot reagent bias is clini-
cally important and can be assessed by application of
regression-based statistics on several paired measure-
ments obtained from the existing and new candidate lot.
Here, the bias detection capability of six regression-based
lot-to-lot reagent verification assessments, including an
extension of the Bland–Altman with regression approach
are compared.
Methods: Least squares and Deming regression (in both
weighted and unweighted forms), confidence ellipses and
Bland–Altman with regression (BA-R) approaches were
investigated. The numerical simulation included permu-
tations of the following parameters: differing result range
ratios (upper:lower measurement limits), levels of signifi-
cance (alpha), constant and proportional biases, analytical
coefficients of variation (CV), and numbers of replicates
and sample sizes. The sample concentrations simulated
were drawn from a uniformly distributed concentration
range.
Results: At a low range ratio (1:10, CV 3%), the BA-R
performed the best, albeit with a higher false rejection rate
and closely followed by weighted regression approaches.
At larger range ratios (1:1,000, CV 3%), the BA-R performed
poorly and weighted regression approaches performed the
best. At higher assay imprecision (CV 10%), all six ap-
proaches performed poorly with bias detection rates <50%.
A lower alpha reduced the false rejection rate,while greater
sample numbers and replicates improved bias detection.

Conclusions: When performing reagent lot verification,
laboratories need to finely balance the false rejection rate
(selecting an appropriate alpha) with the power of bias
detection (appropriate statistical approach to match assay
performance characteristics) and operational consider-
ations (number of clinical samples and replicates, not
having alternate reagent lot).

Keywords: between-reagent lot; bias; drift; reagent lot;
shift.

Introduction

To guide clinical decision making, quantitative laboratory
results are often compared against fixed clinical decision
limits, reference intervals or are monitored longitudinally
and spurious shifts in patient results adversely compro-
mising these clinical decisions [1, 2]. Due to differing
manufacturing, storage and shipping conditions, a reagent
lot change has the potential to alter the analytical perfor-
mance of any measurement procedure. The between-
reagent lot verification process aims to ensure that the
performance of a new (candidate) reagent lot has not
altered to such an extent that it will cause a significant shift
in patient results in comparison to the previous reagent lot.
There are implementation challenges with all lot-to-lot
evaluation processes and there have been several recent
reports of the failure of routine between-reagent lot verifi-
cation processes to detect clinically significant analytical
shifts, leading to renewed interest and consideration of
how the performance of these procedures can be improved
by laboratories [1, 3–5].

The Clinical and Laboratory Standards Institute (CLSI)
has a well-defined reagent lot verification procedure
(EP-26A) [6]. Under this procedure, the means of several
concentrations of patient samples, measured in parallel
using the existing and candidate reagent lots are statisti-
cally compared, with samples at clinically important con-
centrations ideally evaluated. If the mean difference
between patient samples exceeds a predefined threshold,
the verification assessment is considered as failed.
While this approach is relatively simple to perform, it only
detects significant changes at the selected concentrations
evaluated. It does not provide information about the nature
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of the shift across the entirety of the analytical measure-
ment range. Hence, it may not inform the laboratory if any
shift beyond the evaluated concentrations is present and,
even if so, whether it is within acceptable limits.

An alternative approach to between-reagent lot verifi-
cation involves the evaluation of the regression coefficients
(slope and intercept) between the existing and candidate
reagent lots. Under this approach, a set of patient samples is
measured in parallel using the existing and candidate re-
agent lots [1, 7, 8]. Twenty to thirty patient samples are
typically recommended for evaluation, but this is often not
achievable within the resource constraints of a routine lab-
oratory. Additionally, a greater number of samples may be
required in the presence of small range ratios and the desired
statistical power [8]. A range ratio is the ratio of the upper to
lower limits of the analytical measurement range. With
regression analysis, the characteristics of the shift, i.e. pro-
portional and constant biases, over the entire analytical
measurement range can be evaluated.

Currently, there is no definitive guidance on how the
rejection limits for the regression coefficients should be
determined. Hence, these limits are often arbitrarily set in
practice, instead of having well-defined analytical perfor-
mance specifications [9]. For example, the Clinical Labora-
tory Improvement Amendments (CLIA) 1988 guidelines
recommend a total allowable error of 10% for glucose [6].
Assuming an analytical variation (coefficient of variation,
CV) of 3%, the allowablebias (allowablebias=total allowable
error − 1.65 imprecision, all expressed in percentages) can be
computed as 10% − 1.65 × 3%=5%. Hence, Linnet [8] pro-
posed rejecting candidate lots when the slope deviates from
1.0 by more 5% (i.e. less than 0.95 or greater than 1.05). For
example, the clinically important fasting plasma glucose
concentration of 7.0 mmol/L is used to diagnose diabetes. If
the absolute intercept coefficient deviates from zero by
greater than 5% × 7 mmol/L=0.35 mmol/L, the proposed
candidate reagent lot should be rejected. A limitation of the
existing rejection limits is that these evaluate proportional
and constant shifts in isolation.

However, proportional and constant shifts can be
present simultaneously and their effects may be cumula-
tive. To understand why this can be an issue, consider the
glucose example described in the previous paragraph.
Based on the rejection limits proposed by Linnet [8], there
is a reasonable probability that a candidate lot with a
proportional shift of 5% and a constant shift of
0.35 mmol/L be accepted. At the medical decision limit of
7.0 mmol/L, the combined bias of the candidate lot is

5% + 0.35
7 × 100% = 10%, which is within the allowable

bias of 10% based on the CLIA 1988 guidelines.

The joint confidence region is a generalization of
confidence intervals when more than one regression
parameter is evaluated simultaneously, and also considers
the correlation between these parameters [10]. The joint
confidence region assumes the shape of an ellipse when
two parameters of the regression line (i.e. slope and
intercept) are considered concurrently. Recently, the joint
confidence ellipse approach has been applied to detect the
bias between two clinical laboratory methods [11]. The
rejection rule is based on whether the elliptical area en-
closes the point of slope=1.0 and intercept=0. Under this
approach, proportional and constant shifts are considered
simultaneously and improve the power of between-lot
verification exercises.

In this simulation study, we propose an extension of
the approach based on Bland–Altman analysis that jointly
considers proportional and constant shifts. In particular,
we propose an acceptance/rejection rule based onwhether
the confidence band over the analytical measuring range
derived from linear regression modelling, encloses zero
difference from Bland–Altman analysis. We compared
the performance of this proposed approach against
five other regression-based approaches used for lot-to-lot
assessments.

Methods

Linear regression assumptions

Let Xi and Yi denote the true value of sample i under reagent lots X
(existing) and Y (candidate), respectively. Furthermore, let:

Yi = (1 + Δp)Xi + Δc (1)

where Δp and Δc are proportional and constant biases, respectively,
and which describe the difference between the measurements under
the two reagent lots. Let xi and yi denote themeasured value of sample
i under reagent lots X and Y, respectively:

xi = Xi + ϵi (2)
yi = Yi + δi (3)

where εi∼N(0, (Xi ⋅ CV)2) and δi∼N(0, (Yi ⋅ CV)2) represent the
random errors for Xi and Yi respectively, which are normally distrib-
uted withmean of zero and standard deviation equal to the product of
Xi and Yi with CV, and CV is the analytical coefficient of variation for
the measurement procedure.

Conventional linear regression approaches

Four conventional linear regression approaches, namely ordinary
least square regression (OLS), weighted least squares regression
(WLS), Deming regression (DR) and Weighted Deming regression
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(WDR) are applied on the two sets of measurements to determine the
estimated slope b and intercept a. The implementations for these
linear regression approaches follow the standard formulations as

described by Linnet [8]. The weight forWLS is set towi = 1/xi2 whereas

the weight for WDR is defined as wi = 1/[(xi + yi)/2]2.
Bias between the two reagent lots is considered present if the

estimated slope differs significantly from 1.0, or if the intercept de-
viates significantly from 0. The statistical significance of the deviation
is determinedbased on two-tailed t-testswith a null hypothesis stating
that the slope or intercept coefficients are equal to 1.0 or 0 respectively
by:

tb = (b − 1)/SE(b) (4)
ta = (a − 0)/SE(a) (5)

where SE(b) and SE(a) are the standard errors for the estimated slope
and intercept, respectively. The standard errors for the slope and
intercept can be estimated by simple formulae [8] on the assumption
that the slope is close to unity and the standard deviations of the
measurements for the two reagent lots are approximately equal. The
critical t-value for rejection of the null hypothesis, which lead to bias
detection is dependent on the choice of significance level alpha (α).
Three variations of between-lot rejection criteria were investigated,
namely rejection based on slope or intercept in isolation and rejection
based on either slope or intercept.

Joint parameter confidence ellipse approach

The joint parameter confidence ellipse (CE) approach proposed by
Sadler [11]was also implemented for the between-lot bias detection, by
jointly evaluating the slope and intercept of the regression line.
Briefly, the slope and intercept are first obtained from OLS and WLS
regression methods. The respective CE for OLS and WLS are then
defined based on the formulation in Sadler [11] for the selected sig-
nificance level α. Bias is detected when the CE does not enclose the
point where slope=1.0, intercept=0.

Bland–Altman analysis with regression

Here, we propose an alternative approach to achieve joint parameter
detection of between-lot bias by considering Bland–Altman (BA)
analysis. The horizontal axis ui and the vertical axis vi of the analysis
are defined as:

ui = xi + yi
2

(6)

vi = yi − xi
0.5(yi + xi) (7)

where ui is the average of the individual measurements from the two
reagent lots while vi represents the proportional difference between
the individual measurements from the two lots, scaled by their
average.

An OLS regression model is then determined on scaled differ-
ences vi predicted by the average of individual differences from BA
analysis (i.e. vi=a + bui). In the absence of any between-lot bias, the
regression line is expected to be a horizontal line which passes
through zero difference (i.e. slope and intercept of the line are both
zero). A confidence band is defined around the regression line-of-best

fit, with the upper band, vupperα and lower band vlowerα given by the
equations below [12]:

vupperα (ui) = a + bui + tα/2 ⋅

̅̅̅̅̅̅̅̅̅̅
∑
n

i=1
(vi − vi

∧ )2
n − 2

√√
⋅

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⎛⎜⎜⎜⎝1
n
+ (ui − u)2
∑
n

i=1
(ui − u)2⎞⎟⎟⎟⎠

√√√
(8)

vlowerα (ui) = a + bui − tα/2 ⋅

̅̅̅̅̅̅̅̅̅̅
∑
n

i=1
(vi − vi

∧ )2
n − 2

√√
⋅

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⎛⎜⎜⎜⎝1
n
+ (ui − u)2
∑
n

i=1
(ui − u)2⎞⎟⎟⎟⎠

√√√
(9)

where n is the number of pairs of measurements, tα/2 is the critical
t-value for (n − 2) degrees of freedom, vi is the value of v predicted by
the regression line for the corresponding ui and u is the mean of ui
values.

If the confidence band includes zero over the entire range of
interest, the difference in the measurements between the two lots is
not statistically significant at the level of 1 − α, and the candidate
reagent lot can be accepted (see Figure 1A). On the contrary, if the
confidence band does not include zero at any point in the measure-
ment range, then a between-lot bias is considered to be present. To
assess the enclosure of zero line by the confidence band, the following
conditions are inspected across the entire concentration range (i.e. ui
values):
– if the smallest vupperα (u) is less than zero, then the upper confi-

dence band will intersect the zero line (see Figure 1B).
– if the largest vlowerα (u) is greater than zero, then the lower confi-

dence band will intersect the zero line (see Figure 1C).

Either of the two scenarios will indicate that the confidence band does
not enclose zero difference and the presenceof between-lot bias canbe
inferred. In addition, the presence of a very large positive or negative
constant bias will also shift the entire band away from zero difference
without enclosing it, violating one of the two conditions above
(without any intersection with the zero line).

Numerical simulation

The numerical simulation included combinations of differing param-
eters: results range ratios of 1:10 and 1:1,000, analytical coefficients of
variation of 3 and 10%, differing number of replicates and sample
sizes, different alpha (level of significance) ranging from 2.5 to 10%,
levels of constant bias (0.0, 0.05, 0.1, 0.2) andproportional biases of 0,
2, 5 and 8%. The sample concentrations simulated were uniformly
distributed across the concentration range. A baseline scenario in the
absence of any constant or proportional bias was also simulated to
determine the false rejection rate. For each scenario, 10,000 rounds of
simulationwere performed, and the average proportion of simulations
where bias was detected (i.e. probability of bias detection) were
summarised and reported.

Results

At a lower range ratio of 1:10 and CV of 3%, the BA
approach with regression had the highest bias detection
rates for proportional, constant, and mixed biases. How-
ever, this higher detection rate is achieved at the expense of
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a greater false positive rate that is 2.5 times more than the
specified alpha (Table 1). The false positive rate for the BA
approach with regression can be mitigated by using a
smaller alpha e.g. α=0.025, while maintaining a high
overall bias detection capability (Supplementary Tables 1
and 2). The CE with WLS approach performed second best
overall, followed by WDR that were able to detect the
largest biaswith >80%probability. Of the two conventional
regression approaches with and without weighting, the
weighted regression models had better bias detection
capability if slope and intercept were considered simulta-
neously for bias detection, when compared to the non-
weighted versions.

At an increased range ratio of 1:1,000 andCVof 3%, the
constant bias detection capability of the BA approach with
regression deteriorated considerably, although it was still
able to detect proportional biases (Table 2, Supplementary
Table 3). In this scenario, WLS and WDR had overall best
performance closely followed by the CE. The non-weighted
regression approaches (OLS and DR) all performed rela-
tively poorly.

From Tables 3 and 4, when the analytical imprecision
was 10%, the bias detection capability of all six regression-
based approaches deteriorated noticeably, particularly for
detection of constant bias. All the regression-based
methods generally had a power of <50% for detection of
any bias. In this scenario, the BA approach with regression
performed the best although still accompanied by a higher
false positive rate.

Next, the BA approach with regression was further
examined for the effects of differing analytical imprecision
(CV=1, 3, 5, 10%) and range ratio (1.25, 2, 10, 100). In gen-
eral, the bias detection capability deteriorated with
increasing imprecision and range ratio (Table 5, Supple-
mentary Table 4). The poorest detection capability was
found at the combination of the highest range ratio and
analytical imprecision. On the other hand, increasing the

number of samples and the number of replicates improved
the detection capability of the BA approachwith regression
(Table 6, Supplementary Table 5). Increasing the number of
replicates had a larger impact on increasing the bias
detection capability compared to increasing the number of
samples, but also (mildly) increase the false rejection rates
(Table 6).

Discussion

Recently between-lot reagent verification has received
increasing attention [13] owing to some well publicised
cases where clinically unfit reagent lots were made avail-
able for routine patient testing resulting in suboptimal
patient management [1]. While multiple approaches have
been used to verify new reagent lots, including a recent
proposal by a European Federation of Clinical Chemistry
and Laboratory Medicine working group [14], regression-
based approach are still practiced in some laboratories.

Bland–Altman analysis is a familiar tool used in lab-
oratory practice to assess the magnitude of a difference
(analytical bias) between two different measurement pro-
cedures [15]. In this instance, Bland–Altman analysis is
used to assess the bias between a current or existing re-
agent lot and a new candidate reagent lot. The application
of a regression line across the differences between paired
measurements produced by the two reagent lots indicates
the direction and magnitude of bias. When a confidence
band is constructed around the regression line of best fit,
this can be used as a statistical assessment for the pres-
ence of bias. When the confidence band does not enclose
zero difference throughout the analyticalmeasuring range,
this indicates the presence of statistically significant bias
and considers both proportional and constant biases
simultaneously.

Figure 1: Confidence band in Bland–Altman plot showing (A) enclosure of zero difference, (B) intersection of upper confidence bandwith zero
difference and (C) intersection of lower confidence band with zero difference.

1178 Koh et al.: Reagent lot verification



Ta
bl
e

:
C
om

pa
ri
so

n
of

bi
as

de
te
ct
io
n
ra
te

be
tw

ee
n
th
e
si
x
di
ff
er
en

tr
eg

re
ss
io
n
ap

pr
oa

ch
es

fo
rr
an

ge
ra
ti
o=


:

.(
N
um

be
ro

fs
am

pl
es
=


,r
an

ge
ra
ti
o=


:

,C

V
=

%
,α

=

.

)(
O
LS

=
or
di
na

ry
le
as
t

sq
ua

re
s,

W
LS

=
w
ei
gh

te
d
le
as
t
sq

ua
re
s)
.

α=

.


Pr
ob

ab
ili
ty

of
re
je
ct
io
n
ba

se
d
on

st
at
is
ti
ca
la

pp
ro
ac
h

S
hi
ft
sc
en

ar
io
s

O
LS

W
LS

D
em

in
g
re
gr
es
si
on

W
ei
gh

te
d
de

m
in
g
re
gr
es
si
on

Co
nf
i-

de
nc

e
el
lip

se
[

]

B
la
nd

–A
lt
-

m
an

pl
ot

Pr
op

or
ti
on

al
bi
as

,Δ
p

Co
ns

ta
nt

bi
as

,Δ
c

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on

on
in
te
rc
ep

t
R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on

on
in
te
rc
ep

t
R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on

on
in
te
rc
ep

t
R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on

on
in
te
rc
ep

t
R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

O
LS

W
LS

O
LS

w
it
h

co
nf
id
en

ce
ba

nd





.




.



.



.



.



.




.



.



.



.



.



.



.



+

.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



+

.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



+

.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



%



.




.



.



.



.



.




.



.



.



.



.



.



.



%



.




.



.



.



.



.




.



.



.



.



.



.



.



%



.




.



.



.



.



.




.



.



.



.



.



.





%

+
.


.



.



.



.



.



.



.



.



.



.



.



.



.






%

+
.


.



.



.



.



.



.



. 



.



.



.



.



.



.



.





%

+
.



.



.



.



.



.



.



.



.



.



.



.



.



.





Koh et al.: Reagent lot verification 1179



Ta
bl
e

:
C
om

pa
ri
so

n
of

bi
as

de
te
ct
io
n
ra
te

be
tw

ee
n
si
x
di
ff
er
en

t
re
gr
es
si
on

ap
pr
oa

ch
es

fo
r
ra
ng

e
ra
ti
o=


:
,


.(
N
um

be
r
of

sa
m
pl
es
=


,n

um
be

r
of

re
pl
ic
at
es
=

,r
an

ge
ra
ti
o=


:
,


,

an
al
yt
ic
al

im
pr
ec
is
io
n
(C
V
)=

%
,α

=

.

)(
O
LS

=
or
di
na

ry
le
as
t
sq

ua
re
s,

W
LS

=
w
ei
gh

te
d
le
as
t
sq

ua
re
s)
.

α=

.


Pr
ob

ab
ili
ty

of
re
je
ct
io
n
ba

se
d
on

st
at
is
ti
ca
la

pp
ro
ac
h

S
hi
ft
sc
en

ar
io
s

O
LS

W
LS

D
em

in
g
re
gr
es
si
on

W
ei
gh

te
d
de

m
in
g
re
gr
es
si
on

Co
nf
i-

de
nc

e
el
-

lip
se

[

]

B
la
nd

–A
lt
-

m
an

pl
ot

Pr
op

or
ti
on

al
bi
as

,Δ
p

Co
ns

ta
nt

bi
as

,Δ
c

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on

on
in
te
rc
ep

t
R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on

on
in
te
rc
ep

t
R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on

on
in
te
rc
ep

t
R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on on

in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

O
LS

W
LS

O
LS

w
it
h

co
nf
id
en

ce
ba

nd





.




.



.



.



.



.




.



.



.



.



.



.



.



+

.



.




.



.



.



.



.




.



.



.



.



.



.



.



+

.



.




.



.



.



.



.




.



.



.



.



.



.



.



+

.



.




.



.



.



.



.




.



.



.



.



.



.



.



%



.




.



.



.



.



.




.



.



.



.



.



.



.



%



.




.



.



.



.



.




.



.



.



.



.



.



.



%



.




.



.



.



.



.




.




.




.



.





%

+
.


.




.



.



.



.



.




.



.



.



.



.



.



.



%

+
.


.




.



.



.



.



.




.



.



.



.



.



.



.



%

+
.



.




.



.



.



.



.




.




.




.



.




1180 Koh et al.: Reagent lot verification



Ta
bl
e

:
C
om

pa
ri
so

n
of

bi
as

de
te
ct
io
n
ra
te

be
tw

ee
n
si
x
di
ff
er
en

t
re
gr
es
si
on

ap
pr
oa

ch
es

fo
r
ra
ng

e
ra
ti
o=


:

an

d
C
V
=


%
.(
N
um

be
r
of

sa
m
pl
es
=


,n

um
be

r
of

re
pl
ic
at
es
=

,r
an

ge
ra
ti
o=


:

,

an
al
yt
ic
al

im
pr
ec
is
io
n
(C
V
)=


%
,α

=

.

)(
O
LS

=
or
di
na

ry
le
as
t
sq

ua
re
s,

W
LS

=
w
ei
gh

te
d
le
as
t
sq

ua
re
s)
.

α=

.


Pr
ob

ab
ili
ty

of
re
je
ct
io
n
ba

se
d
on

st
at
is
ti
ca
la

pp
ro
ac
h

S
hi
ft
sc
en

ar
io
s

O
LS

W
LS

D
em

in
g
re
gr
es
si
on

W
ei
gh

te
d
de

m
in
g
re
gr
es
si
on

Co
nf
i-

de
nc

e
el
lip

se
[

]

B
la
nd

–A
lt
-

m
an

pl
ot

Pr
op

or
ti
on

al
bi
as

,Δ
p

Co
ns

ta
nt

bi
as

,Δ
c

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on on

in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on on

in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on on

in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on on

in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

O
LS

W
LS

O
LS

w
it
h

co
nf
id
en

ce
ba

nd





.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



+

.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



+

.



.



.



.



.



.


.



.



.



.



.



.



.



.



.



.



+

.



.



.



.



.



.



.



.



.



.



.



.


.



.



.



.



%



.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



%



.



.



.



.



.



.



.



.



.


.



.



.



.



.



.



%



.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



%

+
.


.



.



.



.



.



.



.



.



.



.



.



. 



.



.



.



%

+
.


.



.



.



.



.



.



.



.



.


.



.



.


.



.



.



%

+
.



.



.



.



.



.



.



.



.



.



.



.



.



.



.



.


Koh et al.: Reagent lot verification 1181



Ta
bl
e

:
C
om

pa
ri
so

n
of

bi
as

de
te
ct
io
n
ra
te

be
tw

ee
n
si
x
di
ff
er
en

t
re
gr
es
si
on

ap
pr
oa

ch
es

fo
r
ra
ng

e
ra
ti
o=


:
,


an

d
C
V
=


%
.(
N
um

be
r
of

sa
m
pl
es
=


,n

um
be

r
of

re
pl
ic
at
es
=

,r
an

ge
ra
ti
o=


:
,


,a

na
ly
ti
ca
li
m
pr
ec
is
io
n
(C
V
)=


%
,α

=

.

)(
O
LS

=
or
di
na

ry
le
as
t
sq

ua
re
s,

W
LS

=
w
ei
gh

te
d
le
as
t
sq

ua
re
s)
.

α=

.


Pr
ob

ab
ili
ty

of
re
je
ct
io
n
ba

se
d
on

st
at
is
ti
ca
la

pp
ro
ac
h

S
hi
ft
sc
en

ar
io
s

O
LS

W
LS

D
em

in
g
re
gr
es
si
on

W
ei
gh

te
d
de

m
in
g
re
gr
es
si
on

Co
nf
i-

de
nc

e
el
-

lip
se

[

]

B
la
nd

–A
lt
-

m
an

pl
ot

Pr
op

or
ti
on

al
bi
as

,Δ
p

Co
ns

ta
nt

bi
as

,Δ
c

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on on

in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on on

in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on on

in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
R
ej
ec
ti
on on

in
te
rc
ep

t

R
ej
ec
ti
on

on
sl
op

e
an

d
in
te
rc
ep

t

O
LS

W
LS

O
LS

w
it
h

co
nf
id
en

ce
ba

nd





.




.



.



.



.



.



.



.



.



.



.



.



.



.



+

.



.




.



.



.



.



.



.



.



.



.



.



.


.



.



+

.



.




.



.



.



.



.



.



.



.



.



.



.



.



.



+

.



.




.



.



.



.


.



.



.



.



.



.



.


.



.



%



.




.



.



.



.


.


.



.



.



.



.



.



.



.



%



. 




.



.



.



.



.



.



.



.



.



.



.



.



.



%



.




.



.



.



.


.



.



.



.



.



.



.



.



.



%

+
.


.




.



.



.



.



.



.



.



.



.



.



.



.



.


%

+
.


.




.



.



.



.



.



.



.



.



.



.



.



.



.



%

+
.



.




.



.



.



.



.



.



.



.



.



.



.



.



.


1182 Koh et al.: Reagent lot verification



When compared to the other five regression-based lot-
to-lot bias detection approaches, the BA with regression
approach is a more sensitive approach when the range
ratio is relatively small. This may offer laboratories an
alternative regression-based approach for analytes with
small range ratios where simple regression approaches
may not be sensitive enough to detect small but critical
biases [8]. The higher false positive rates compared to the
other regression-based methods examined here, can be
mitigated by selecting a smaller level of significance
(alpha). However, in the setting of high range ratios and
proportional biases the BA analysis with regression per-
forms relatively poorly. A general guidance on the number
of samples/replicates to include in the experiment design
for the BA with regression approach can be found in Ta-
ble 6, where practitioners can determine these parameters
based on the desired statistical performance (probability of
bias detection, false rejection rate) and the analytical
characteristics (range ratio, imprecision profile) of the
measurement procedure.

Both weighted version of OLS and DR performed better
in the simulation conditions examined than the un-
weighted forms. The simultaneous consideration of both
slope and intercept improved the detection capability
compared to consideration of slope or intercept alone. The
use of statistical null hypothesis with a priori defined alpha
value (level of significance) helps the laboratory to balance
the operational needs to avoid inappropriate reagent lot
rejection, as well as the clinical risk of accepting an unfit

reagent lot [16]. This also avoids the arbitrary setting of
rejection criteria (e.g. slope of ±10%) that does not provide
the laboratory with any indication of their likely perfor-
mance in terms of rates for bias detection or false
rejections.

Nonetheless, all regression-based approaches inves-
tigated here did not provide satisfactory power for bias
detection in the presence of high analytical imprecision
(10%). For such scenarios, a greater number of replicates or
number of clinical samples may be used to improve the
power. However, this may not necessarily be a practical
solution for smaller laboratories. Instead, a networked-
approach, where a network of laboratories using the same
measurement procedure and reagent lots perform the re-
agent lot verification on a small number of clinical samples
and pool their data for analysis to achieve higher statistical
power of bias detection should be considered [16, 17].

Although it might appear logical to apply a weighted
regression approach to determine the regression line and
confidence band in the BA method to improve perfor-
mance, the confidence band for WLS regression line is
expected to be less sensitive for bias detection. This is
because thewidth of the confidence band is proportional to
the difference between the u value and its weighted mean.
The higher weightages on the smaller u values will shift the
weighted mean towards the lower end of the u-axis. This
will cause the width of the confidence band to be enlarged
drastically for larger u values (see Supplementary Figure 1),
thus deteriorating bias detection capability.

Table : Effect of range ratio and analytical imprecision (CV) on the bias detection capability of the Bland-Altman analysis with regression
confidence band approach. (Number of samples=, number of replicates=, α=.).

α=. Probability of rejection based on statistical approach

Range ratio .   

CV% % % % % % % % % % % % % % % % %

Proportional bias,
Δp

Constant bias,
Δc

  . . . . . . . . . . . . . . . .
 +.  . . .  . . . . . . . . . . .
 +.   . .   . .  . . . . . . .
 +.    .    .  . . . . . . .
%  . . . . . . . . . . . . . . . .
%   . . .  . . .  . . .  . . .
%    . .   . .   . .   . .
% +.    .    .   . .  . . .
% +.    .    .   . .  . . .
% +.    .   . .   . .   . .
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Practical application

This study presented the power of detection and false
positive rates at different degrees of constant and propor-
tional biases in order to provide an equitable performance
comparison across all six regression models. In practice,
analytical performance specification for bias is often
applied in fixed percentages, for which an infinite combi-
nation of constant and proportional bias is possible. The
constant, proportional and mixed bias selected in this
study aim to provide a representative performance of the
different approaches to help practitioners make informed
decisions on the optimal statistical approach for their
laboratory.

To do so, a practitioner should first determine the
analytical characteristics of the measurement procedure
(i.e. measurement range ratio, imprecision profile) and
define the desired analytical performance specification for
bias (e.g. using the total error model or using biological
variation model). Subsequently, the laboratory can select
the optimal statistical approach based on its risk tolerance,
expressed as desired probability of bias detection and false
rejection rate. Other practical factors such as resources and
statistical capability should be considered when selecting
a regression approach.

Conclusions

Inappropriate rejection of a valid reagent lot can deprive
patients of timely clinical care as an alternate reagent lot
may not be readily available [16]. Hence, equal consider-
ation needs to be given to balance the rates false rejection
(by selecting an appropriate level of alpha) with the power
of bias detection (selection of the appropriate statistical
approach for the performance characteristics of the mea-
surement procedure) and operation considerations (the
number of clinical samples and replicates and staff time).
Finally, regardless of the regression approach used, it is
important that the laboratory uses patient samples to
ensure commutability, and that these patient samples span
the entire measurement range.
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